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1 Linear algebra 

 
A matrix is a rectangular array of numbers, algebraic symbols or  mathematical 

functions, provided that such arrays are added and multiplied according to certain 

rules.  

Matrices are denoted by upper case letters: A, B, C, …  

The size of a matrix is given by the number of rows and the number of 

columns.  

A matrix with m rows and n columns is called an 𝑚 × 𝑛 matrix (pronounce 

m-by-n matrix).  

The numbers m and n are the dimensions of the  matrix. Two matrices have 

the same size, if their dimensions are equal.  

Members of a matrix are called its matrix elements or entries. 

A matrix with one row is called a row matrix. A matrix with one column is 

called a column matrix. 

A square matrix has as many rows as columns, the number of which 

determines the order of the matrix, that is, an 𝑛 × 𝑛 matrix is the matrix of the n -

th order. 

In the general form, a matrix is written as follows: 

𝐴 = (

𝑎11 ⋯ 𝑎1𝑛

⋮ ⋱ ⋮
𝑎𝑚1 ⋯ 𝑎𝑚𝑛

) 

A short form of this equality is 𝐴 = ‖𝑎𝑖𝑗‖. 

 

1.1 Matrix operations 

 

Two matrices 𝐴 = ‖𝑎𝑖𝑗‖ and 𝐵 = ‖𝑏𝑖𝑗‖, are equal, if they have the same 

sizes and their elements are equal by pairs, that is 𝐴 = 𝐵 ↔  𝑎𝑖𝑗 = 𝑏𝑖𝑗 for each pair 

of indexes {𝑖, 𝑗}. 

Any matrix A may be multiplied on the right or left by a scalar quantity  . 

The product is the matrix 𝐵 = 𝜇𝐴 (of the same size as A) such that 𝑏𝑖𝑗 = 𝜇𝑎𝑖𝑗 

for each pair of indexes {𝑖, 𝑗}. 

To multiply a matrix by a scalar, multiply every matrix element by that 

scalar. 

To add matrices, add the corresponding matrix elements. 

If 𝐴 = ‖𝑎𝑖𝑗‖ and 𝐵 = ‖𝑏𝑖𝑗‖ are matrices of the same size, then the sum  𝐴 +

𝐵, is the matrix 𝐶 = ‖𝑐𝑖𝑗‖ such that 𝑐𝑖𝑗 = 𝑎𝑖𝑗 + 𝑏𝑖𝑗 for each pair of indexes {𝑖, 𝑗}. 

Multiplication of a Row by a Column. Let A be a row matrix having as many 

elements as a column matrix B.  In order to multiply A by B, it is necessary to mul-

tiply the corresponding elements of the matrices and to add up the products.   

Symbolically, 𝐴 ∙ 𝐵 = 𝑎11𝑏11 + 𝑎12𝑏21+. . . +𝑎1𝑛𝑏𝑛1. 
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Matrix multiplication. The product of two matrices, A and B, is defined, if and 

only if the number of elements in a row of A equals the number of ones in a column 

of B. Let A be an 𝑚 × 𝑙 matrix and B be an 𝑙 × 𝑛 matrix. Then the product AB is 

the 𝑚 × 𝑛 matrix such that its entry in the i-th row and the j-th column is equal to 

the product of the i-th row of A and the j-th column of B.  

Properties involving Addition 

1) For any matrix A there exists the opposite matrix (– A) such that  

A + (– A) = A – A = 0. 

2) If A and B are matrices of the same size, then 

A + B = B + A. 

3) If A, B, and C are matrices of the same size, then 

(A + B) + C = A + (B + C). 

4) The transpose of the matrix sum is the sum of the transpose of the  matrices: 

(𝐴 + 𝐵)𝑇 = 𝐴𝑇 + 𝐵𝑇. 

Properties involving Multiplication  

1)  Let A be a matrix. If 𝛼, 𝛽 are scalar quantities, then 𝛼(𝛽𝐴) = (𝛼𝛽)𝐴. 

2) Let A and B be two matrices such that the product AB is defined.  

     If 𝛼 is a scalar quantity, then 𝛼(𝐴𝐵) = (𝛼𝐴)𝐵. 

3) Let A, B and C be three matrices such that all necessary multiplications are appro-

priate. Then 𝐴(𝐵𝐶) = (𝐴𝐵)𝐶. 

4) Let A and B be two matrices such that the product AB is defined. Then (𝐴 ∙ 𝐵)𝑇 =
𝐵𝑇 ∙ 𝐴𝑇. 

5) If A and B are diagonal matrices of the same order, then 𝐴𝐵 = 𝐵𝐴. 

Problem 1. Which of the below matrices are equal, if any? 

𝐴 = (
4 5
1 2

), 𝐵 = (
4 2
1 5

), 𝐶 = (
4 5 0
1 2 0

), 𝐷 = ( 5 − 1 √25
𝑠𝑖𝑛90° 2

).  

Problem 2. Given the matrices 𝐴, 𝐵, 𝐶, find the linear combination 2𝐴 − 3𝐵 +
4𝐶. 

A= (
3 1

−2 0
), 𝐵 = (

−1 1
10 5

), 𝐶 = (
2 −2
4 1

). 

Problem 3. Express matrix 𝐴 = (
𝑥
𝑦
𝑧

) as the linear combination of the matrices 

𝑋 = (
1
0
0

), 𝑌 = (
0
1
0

) and 𝑍 = (
0
0
1

). 

Problem 4. Determine which of the matrix products AB and BA are defined.  

If the product is appropriate, find the size of the matrix obtained. 

1) 𝐴 is a 3 ∗ 5 matrix and 𝐵 is a 5 ∗ 2 matrix; 
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2) 𝐴 is a 3 ∗ 2 matrix and 𝐵 is a 2 ∗ 3 matrix; 

3) 𝐴 is a 4 ∗ 2 matrix and 𝐵 is a 4 ∗ 2 matrix; 

4) 𝐴 is a 1 ∗ 7 matrix and 𝐵 is a 7∗ 1 matrix; 

5) 𝐴 and 𝐵 are  square matrices of the fifth order. 

Problem 5. Let 𝐴 = (
5 −2 1
3 4 2

). 

Evaluate the matrix products 𝐴𝐴𝑇 and 𝐴𝑇𝐴. If the difference 𝐴𝐴𝑇 − 𝐴𝑇𝐴 is de-

fined, find it. If not, explain why. 

Problem 6. Find the matrix product 𝐴𝐵, if 𝐴 = (
5 −2 1
3 4 2

) and 

 𝐵 = (
0 −2 1

−3 5 −1
4 −3 2

). 

Problem 7. Given three matrices A= (
3 −1
2 4

), 𝐵 = (
5
6

) and 𝐶 =

(−2 8 1), find the matrix products (𝐴𝐵)𝐶 and 𝐴(𝐵𝐶). 

Problem 8. Let 𝐴 and 𝐵 be two diagonal matrices of the order 4. Find the 

matrix  𝐴𝐵 − 𝐵𝐴. 

Problem 9. Find 𝐴50, if 𝐴 = (
1 0
1 1

). 

Problem 10. Let 𝐴 = (
0 −2 1
3 4 −1
5 −3 7

). Find a matrix 𝐵 such that 𝐶 = 𝐴 + 𝐵 is 

a diagonal matrix. 

Problem 11. Which of the below matrices are symmetric? Which are skew- 

symmetric? 

𝐴 = (
0 −2 1
2 4 −1

−1 1 7
) , 𝐵 = (

0 −2 1
2 0 −1

−1 1 0
) , 𝐶 = (

3 2 5
2 −4 1
5 1 7

). 

 

Problem 12. Let 𝐴 = (
1 −2
0 3

) and 𝑓(𝑥) = 3𝑥2 + 5𝑥 − 4. Find f(A). 

 

1.2 Determinants 

 
A matrix of the first order contains only one element.  

The determinant 𝑑𝑒𝑡𝐴 = 𝑎11. 

Let A be a square matrix of the second order:  𝐴 = (
𝑎11 𝑎12

𝑎21 𝑎22
). 

𝑑𝑒𝑡𝐴 = 𝑎11 ∙ 𝑎22 − 𝑎21 ∙ 𝑎12. 
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If a matrix has the third then we have to consider all possible permuta-

tions. To remember this formula, apply the Sarrus Rule which is shown in the fig-

ure below 

Figure 1 ─ Basic formulas 

The elements on a diagonal or at the vertices of a triangular form the product 

of three elements. If the base of the triangle is parallel to the  leading diagonal 

of the matrix, the product keeps the sign; otherwise, the product changes the sign. 

Evaluation of determinants by elementary operations on matrices By 

means of elementary row and column operations, a matrix can be  reduced to the 

triangular form, the determinant of which is equal to the  product of the diagonal 

elements. 

Let us define the elementary operations. 

In view of the properties of determinants, any techniques which are devel-

oped for rows may be also applied to columns. 

In order to calculate a determinant one may: 

1) Interchange two rows. As a result, the determinant changes its sign. 

2) Multiply a row by a nonzero number.  

As a consequence of this operation, the determinant is multiplied by that number. 

3) Add a row multiplied by a number to another row. 

By this operation, the determinant holds its value. 

We can also use the elementary operations to get some row or column con-

sisting of zero elements except for one element, and then to expand the determinant 

by that row (or column).  

Problem 1. Apply the Sarrus Rule to calculate the determinants of the matri-

ces 

𝐴 = (
0 −2 1
2 4 −1

−1 1 7
) , 𝐵 = (

0 −2 1
2 0 −1

−1 1 0
) , 𝐶 = (

3 2 5
2 −4 1
5 1 7

). 

Problem 2. Let 𝐴 = (
3 −2

−1 4
) and 𝐵 = (

6 3
5 2

). Find the determinant of the 

matrix product 𝐴2𝐵3. 

Problem 3. Evaluate 𝑑𝑒𝑡𝐴10, if 𝐴 = (
4 2
5 3

). 

Problem 4. Let 𝐴 be a square matrix of the third order such that 𝑑𝑒𝑡𝐴 = 5. 
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

Find det (2𝐴);  2) 𝑑𝑒𝑡𝐴𝑇; 3) 𝑑𝑒𝑡𝐴3𝑇; 4) det (2𝐴2𝐴𝑇). 

Problem 5. Let 𝐴 = (
0 −2 1
3 4 −1
5 −3 7

).  

Evaluate 𝑑𝑒𝑡𝐴 using expansion according to the second column. The expand 

the determinant by the first row and compare the results obtained. 

Problem 6. By elementary row and column operations, reduce the matrix 𝐴 =

(
2 3 −2
4 0 7

−1 2 3
) to the triangular form and calculate 𝑑𝑒𝑡𝐴. 

Problem 7. Let 𝐴 = (
5 1 −2
1 3 6
0 7 1

). Calculate 𝑑𝑒𝑡𝐴. 

 

1.3 Inverse matrices 

 

In a square matrix 𝐴 = ‖𝑎𝑖𝑗‖ the elements𝑎𝑖𝑖 are called the diagonal matrix 

elements. The set of the entries 𝑎𝑖𝑖 forms the leading (or principle) diagonal of the 

matrix. 

A square matrix 𝐴 = ‖𝑎𝑖𝑗‖ is called a diagonal matrix, if off-diagonal el-

ements are equal to zero. 

A matrix is called a zero-matrix (0-matrix), if it consists of only zero el-

ements: 𝑎𝑖𝑗=0 

A square matrix has a triangular form, if all its elements above or below the 

leading diagonal are zeros; all  𝑎𝑖𝑗 = 0 for 𝑖 > 𝑗 or for 𝑖 < 𝑗. 

Given an 𝑚 × 𝑛 matrix 𝐴 = ‖𝑎𝑖𝑗‖, the transpose of A is the 𝑛 × 𝑚 matrix 

𝐴𝑇 = ‖𝑎𝑗𝑖‖ obtained from A by interchanging its rows and columns. This means that 

the rows of the matrix A are the columns of the matrix       𝐴𝑇. 

A square matrix 𝐴 = ‖𝑎𝑖𝑗‖, is called a symmetric matrix, if A is equal to the 

transpose of A: 𝐴 = 𝐴𝑇. 

A square matrix 𝐴 = ‖𝑎𝑖𝑗‖, is called a skew-symmetric matrix, if A is equal to 

the opposite of its transpose: 𝑎𝑖𝑗 = −𝑎𝑗𝑖. 

For any regular matrix 𝐴 there exists the unique inverse matrix: 𝐴−1 =
1

det 𝐴
𝑎𝑑𝑗𝐴. Any singular matrix has no an inverse matrix. 

Gaussian Elimination. Consider the augmented matrix of system 

(𝐴|𝐵) = (

𝑎11 ⋯ 𝑎1𝑛

⋮ ⋱ ⋮
𝑎𝑚1 ⋯ 𝑎𝑚𝑛

|
𝑏1

…
𝑏𝑚

). 

There is one-to-one correspondence between the elementary transformations 

of the linear system and linear row operations on the augmented matrix.  
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Interchanging two equations of the system corresponds to in-

terchanging the rows of the augmented matrix. 

Multiplication of an equation by a nonzero number corresponds to multipli-

cation of the row by that number. 

Addition of two equations of the system corresponds to addition of the rows 

of the matrix. 

The main idea is the following. 

First, transform the augmented matrix to the upper triangle form or row 

echelon form: 

(𝐴|𝐵) = (

𝑎11 ⋯ 𝑎1𝑛

⋮ ⋱ ⋮
0 ⋯ 𝑎𝑚𝑛

|
𝑏1

…
𝑏𝑚

). 

Then write down the linear system corresponding to the augmented matrix in 

the triangle form or reduced row echelon form. This system is equivalent to the giv-

en system but it has a simpler form. 

Finally, solve the system obtained by the method of back substitution. If it is 

necessary, assign parametric values to some unknowns. 

This systematic procedure of solving systems of linear equations by elemen-

tary row operations is known as Gaussian elimination. 

Cramer’s Rule: Let 𝐴𝑋 = 𝐵 be a system of n linear equations with n un-

knowns. 

If the coefficient matrix A is regular, then the system is consistent and has a 

unique solution set {𝑥1, 𝑥2, … , 𝑥𝑛} which is represented by the formula: 𝑥𝑖 = ∆𝑥𝑖
∆

, ∆𝑥𝑖 

is the determinant of the matrix obtained by replacing the i-th column of A with the 

column matrix B. ∆= 𝑑𝑒𝑡𝐴. 

Problem 1. Find the cofactors of the matrix elements on the second row of 

the matrix 𝐴 = (
−3 2 3
1 3 6
0 7 1

). 

Problem 2. Find the adjoint matrix of 𝐴 = (
−3 2 3
1 3 6
0 7 1

). Then find all non-

diagonal elements of the matrix product 𝐴 × 𝑎𝑑𝑗𝐴. Explain why they are equal to 

zero. 

Problem 3. Find the inverse of 𝐴 = (
5 4
3 2

). Check the result by definition.  

Problem 4. Let 𝐴 = (
5 4
3 2

) and 𝐵 = (
2 −6
1 7

). Solve for 𝑋 the matrix equa-

tion 𝐴𝑋 = 𝐵. Verify solution. 

Problem 5. Let 𝐴 = (
1 4
3 2

) and 𝐵 = (
2 8
1 7

). Solve for 𝑋 the matrix equation 

𝑋𝐴2 = 𝐵. Verify solution. 
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Problem 6. Evaluate the inverse of 𝐴 = (
1 0 5

−2 4 0
3 −1 1

). Find the product 

𝐴−1𝐴 to check up the result. 

Problem 7. Evaluate the inverse of 𝐴 = (
1 5

−2 −7
) by means of the elemen-

tary transformations of the extended matrix (𝐴|𝐼). 

 

1.4 Systems of Linear Equations 

 
An 𝑚 × 𝑛 matrix A is said to be the matrix of rank r, if there exists at least one 

regular submatrix of order r ; every submatrix of a higher order is singular. 

According to the definition, rank A ≤ min{m, n}. 

The rank of a matrix can be evaluated by applying just those elementary row 

and column operations which are used to simplify determinants, that is, 

1) Interchanging two rows or columns. 

2) Multiplying a row (column) by a nonzero number. 

3) Multiplying a row (column) by a number and adding the result to another row 

(column). 

If a row or column consists of zeros then it can be omitted. 

These operations are said to be elementary transformations of a matrix. 

Elementary transformations of the linear system is the process of obtaining 

an equivalent linear system from the given system by the following operations: 

1) Interchange of two equations. 

2) Multiplication of an equation by a nonzero number. 

3) Addition of an equation multiplied by a constant to another equation. 

Each of the above operations generates an equivalent linear system. 

Two linear systems of equations are equivalent if one of them can be obtained 

from another by the elementary transformations. 

Problem 1. Reduce the matrix 𝐴 to the row echelon  form and  find  the  rank 

of A. 

A = (
3 −4 1 5 −2
2 1 −3 0 4
3 7 −10 −5 14

). 

Problem 2. Find the rank of A = (

3 −4 1 5
2 1 −3 0
3 7 −10 −5
3 −1 8 −2

) by elementary trans-

formations. 

Hint: You can interchange two rows or columns, multiply a row or column by 

a nonzero number and multiply a row (column) by a number to add the result ob-

tained to another row (column). 

Problem 3. Solve the system of linear equations via Gaussian elimination. 
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Check whether the solution satisfies all the given       equations. 

{
5𝑥1 + 2𝑥2 − 4𝑥3 = 4,
𝑥1 + 3𝑥2 + 4𝑥3 = 3,
2𝑥1 + 4𝑥2 + 𝑥3 = 1.

 

Problem 4. Use Gaussian elimination to solve the system of equations 

{

7𝑥1 + 𝑥2 − 5𝑥3 = 3,
4𝑥1 + 𝑥2 − 3𝑥3 = 5,
−2𝑥1 + 𝑥2 + 𝑥3 = 2.

 

Problem 5. Find the general solution and a particular solution of the linear 

system, which is given by the augmented matrix 

(
−3 −2 2 1
2 1 −1 1

−1 1 −3 1
|

2
−2
4

). 

Check the solution by substituting the values of the unknowns. 

Problem 6. Let A = (
−2 2 5 3
2 −2 1 1
5 −5 −2 4

)  be the coefficient matrix of the 

homogeneous system of linear equations 𝐴𝑋 = 0.Find the general solution. 

Problem 7. The homogeneous system of linear equations is given the 

coefficient matrix 𝐴 = (
2 1 −5

−3 −1 2
4 1 0

). Determine the number of solutions. 

Problem 8. Use Cramer’s Rule to solve the following system of linear 

equations. 

{
5𝑥1 + 2𝑥2 − 4𝑥3 = 4,
𝑥1 + 3𝑥2 + 4𝑥3 = 3,
2𝑥1 + 4𝑥2 + 𝑥3 = 1.

 

Problem 9. Given the system of linear equations  

{

𝑥1 + 2𝑥2 + 3𝑥3 = 𝑎,
4𝑥1 + 5𝑥2 + 6𝑥3 = 𝑏,
7𝑥1 + 8𝑥2 + 9𝑥3 = 𝑐.

 

For which values of a, b, and c the system is consistent? 

Hint: Transform the augmented matrix to the reduced row echelon form and then 

apply Cramer's General Rule. 

Problem 10. Find the values of a for which the following system of linear 

equations  

{

2𝑥1 + 3𝑥2 + 𝑥3 = 3,
−𝑥1 + 𝑥2 = 2,

𝑥1 + 𝑎𝑥2 − 𝑥3 = −2.
 

has the unique solution. 

Problem 11. Given the reduced row echelon form of the augmented matrix, 𝐴̅ =
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(

1 3 −1 5
0 7 0 2
0 0 3 0
0 0 0 1

|

2
4
1
3

). 

Find the number of solutions of the corresponding linear system. It is not  

necessary to solve the system. 

Independent work 

Determinants  

1. Calculate the second-order determinant 

а) 
43

21


;  b) 

y

xyx

1
;       c) 

32

64




. 

2. Calculate the third-order determinant 

а) 

764

332

111

;    b) 

320

132

011

. 

3. Calculate the third-order determinant in two ways 

а) 

547

020

365



; b) 

306

135

203

 . 

4. Calculate the determinant using row or column decomposition 

а) 

123

110

312







; b) 

5744

2003

8002

4311

; c) 

000

543

002

201

d

c

b

a

. 

5. Solve the equation 

а) 0
17

13






xx

xx
;  b) 0

635

371

302





 x . 
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Matrices 

1. Find the matrices  A+B, A–B 

а) A =


















17410

3225

0584

,  B =




















8357

648

101313

; 

b) A = 





















 512

653

443

112

,  B = 

























210

401

7225

450

. 

2. Find the product of the matrix by the number 

а) 2 











83

43
;  b) 



















91215

903627

45813

3

1
. 

3. Find the product of the matrices A and B, if they exist 

а) 









43

21
A , 





















01

22

31

B ;   

b) 













45

23
A , 










52

43
B ;   

c)  13204 A , 

























2

5

1

1

3

B ; 

d) 






















217

203

142

A ,  




















131

342

422

B ; 

4. Check whether the matrices are permutable  

а) 











14

21
A , 














14

32
B ;   
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b) 











21

31
A , 














21

31
B . 

5. Transpose the matrices 

а) 











52

03
A ;  b) 





















15

23

01

A .  

6. Reduce the matrix to a stepwise form 

а) 



























1234

2143

3412

4321

;  b) 



























231

532

594

163

. 

7. Find the matrix nA  

а) 









10

11
A ;  b) 



















000

000

111

A . 

8. Find the rank of the matrix 

а) 
















1431

1110

0321

;    

b) 



























45212

510121

46112

17311

. 

9. Find the inverse matrix 

а) 






















012

423

321

;  b) 
















312

132

123

. 

10. Solve the matrix equation 



15 
 

а) 



















31

02

10

11
X ;    

b) 



















31

02

10

11
X .  

Systems of Linear Equations 

1. Solve a system of linear equations using the Gauss method 

а) 








.52

,4

21

21

xx

xx
    b) 















.687

,9654

,632

21

321

321

xx

xxx

xxx

  

c) 














.4325

,337

,742

321

321

321

xxx

xxx

xxx

   d) 














.185

,1432

,732

321

321

321

xxx

xxx

xxx

 

e) 














.2543

,522

,432

321

321

321

xxx

xxx

xxx

   f) 














.3

,12

,024

32

321

321

xx

xxx

xxx

  

2. Solve a system of linear equations using Kramer’s formulas 

а) 





















.24

,12

,03

,0832

41

43

432

421

xx

xx

xxx

xxx

   b) 





















.332

,24

,222

,032

4321

421

4321

431

xxxx

xxx

xxxx

xxx

 

c) 














.02

,05343

,0632

321

321

321

xxx

xxx

xxx

  d) 














.13243

,52

,063

321

321

32

xxx

xxx

xx

 

3. Find a particular solution to a system of linear equations 

а) 














.18265

,4352

,9234

321

321

321

xxx

xxx

xxx

   b) 














.1622

,032

,4

31

321

321

xx

xxx

xxx

 

4. Solve homogeneous system of linear equations 
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а) 














.032

,03

,0

321

321

321

xxx

xxx

xxx

   b) 








.03286

,043

4321

4321

xxxx

xxxx
 

 

2 Vector algebra 

2.1 Linear Vector Operations 

 

𝜇𝑎⃗ = {𝜇𝑎1⃗⃗⃗⃗⃗, 𝜇𝑎2,⃗⃗⃗⃗⃗⃗  𝜇𝑎3⃗⃗⃗⃗⃗} 

𝑎⃗ + 𝑏⃗⃗ = {𝑎1⃗⃗⃗⃗⃗ + 𝑏1
⃗⃗ ⃗⃗ , 𝑎2⃗⃗⃗⃗⃗ + 𝑏2

⃗⃗⃗⃗⃗, 𝑎3⃗⃗⃗⃗⃗ + 𝑏3
⃗⃗⃗⃗⃗} 

Figure 1 ─ Basic formulas 

Problem 1. Given two vectors 𝑎⃗ = {4,1, −2} and 𝑏⃗⃗ = {1,5, −2} in Cartesian 

coordinate system.  

Find the lengths of the vectors 𝑝 = 𝑎⃗ + 𝑏⃗⃗,  𝑞⃗ = 𝑎⃗ − 𝑏⃗⃗. 

Problem 2. Let 𝑎⃗ = {4,1, −2} and 𝑏⃗⃗ = {1,5, −2}. Solve for 𝑝 the following 

vector equation: 3𝑎⃗ − 2𝑝 = 4𝑏⃗⃗. 

Problem 3. Let 𝐴(1,2,3) be the common origin of two vectors 𝑎⃗ =

𝐴𝐵⃗⃗⃗⃗ ⃗⃗ = {−2,4,7} and 𝑏⃗⃗ = 𝐴𝐶⃗⃗⃗⃗⃗⃗ = {3, −1,5}. Find the coordinates for the points 𝐵, 𝐶. 

Problem 4. Find the unit vector u⃗⃗ in the direction of 𝐴𝐵⃗⃗⃗⃗ ⃗⃗ , if 𝐴(5,3, −1) and 

𝐵(2,7, −1).  

Problem 5. Let 𝑎⃗ = {−3,4,0}. Find the unit vector u⃗⃗ in the direction of 𝑎⃗. 

In Problems 6 through 8 determine whether the given vectors 𝑎⃗ and  𝑏⃗⃗ are 

parallel. 

Problem 6. 𝑎⃗ = {−2,4,5} and 𝑏⃗⃗ = {8,16, −20}. 

Problem 7. 𝑎⃗ = {3,4,5} and 𝑏⃗⃗ = {6,7,8}. 

Problem 8. 𝑎⃗ = {3, −5,1} and 𝑏⃗⃗ = {6, −10,2}. 

Problem 9. Let 𝐴, 𝐵, 𝐶, 𝐷 be the vertices of a parallelogram. Express vectors 

𝑑1
⃗⃗⃗⃗⃗ = 𝐴𝐶⃗⃗⃗⃗⃗⃗  and 𝑑2

⃗⃗⃗⃗⃗ = 𝐵𝐷⃗⃗⃗⃗⃗⃗⃗ as linear combinations of two adjacent vectors 𝑎⃗ = 𝐴𝐵⃗⃗⃗⃗ ⃗⃗  and 

𝑏⃗⃗ = 𝐴𝐷⃗⃗ ⃗⃗ ⃗⃗ . 

Problem 10. Assume that the vectors 𝑑1
⃗⃗⃗⃗⃗ = 𝐴𝐶⃗⃗⃗⃗⃗⃗  and 𝑑2

⃗⃗⃗⃗⃗ = 𝐵𝐷⃗⃗⃗⃗⃗⃗⃗ join the oppo-

site vertices of a parallelogram. Find the adjacent vectors 𝑎⃗ = 𝐴𝐵⃗⃗⃗⃗ ⃗⃗  and 𝑏⃗⃗ = 𝐴𝐷⃗⃗ ⃗⃗ ⃗⃗ . 

Problem 11. Given a triangle with the vertices at the points 𝐴(2,1, −1), 

B(3,4,4), 𝐶(5,2,3), find: 1) the medians 𝐴𝐷, 𝐵𝐸 and 𝐶𝐹; 2) the coordinates of the 

medians interception point.  
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Figure 2 ─ Drawing of problem 11 

Problem 12. Let 𝐴(2,1, −1) and B(8, −2,11) be the endpoints of a linear 

segment 𝐴𝐵. Find the coordinates of the point C dividing AB in the ratio 2:1. 

Figure 3 ─ Drawing of problem 12 

Problem 13. Consider two vectors 𝑎⃗ = {−2,4.5} and 𝑏⃗⃗ = {𝑥, −3. 𝑧}. For 

which values of 𝑧 the equation |𝑎⃗| = |𝑏⃗⃗| has exactly one solution with respect to 

x? For which values of z the equation has exactly two solutions with respect to x? For 

which values of z the equation for x has no solutions? 

 

2.2 Scalar Product 

a⃗⃗ ∙ 𝑏⃗⃗ = 𝑎𝑥𝑏𝑥 + 𝑎𝑦𝑏𝑦 + 𝑎𝑧𝑏𝑧 

a⃗⃗ ∙ 𝑏⃗⃗ = |𝑎⃗||𝑏⃗⃗|𝑐𝑜𝑠𝜑 

Proj𝑏⃗⃗𝑎⃗=𝑎⃗cos𝜑 

Figure  4 ─ Basic formulas 

Problem 1. Find the scalar product of two vectors 𝑎⃗ = {2, −3,4} and 𝑏⃗⃗ =
{7,5,1}. 

Problem 2. Let |𝑎⃗| = 3, |𝑏⃗⃗| = 4, and the angle between vectors 𝑎⃗ and  𝑏⃗⃗ equal 

to 60°. Find the scalar product 𝑎⃗ ∙ 𝑏⃗⃗. 

Problem 3. Let 𝑎⃗ = 4𝑝 − 3𝑞⃗ and 𝑏⃗⃗ = 𝑝 + 2𝑞⃗. Find the scalar product 𝑎⃗ ∙ 𝑏⃗⃗, if 
|𝑝| = 5, |𝑞⃗| = 2, and vectors 𝑝 and 𝑞⃗ from the angle of 30°. 

In Problems 4 through 6 find the angle between two vectors 𝑎⃗ and 𝑏⃗⃗.  

Problem 4. 𝑎⃗ = {2, −3,4} and 𝑏⃗⃗ = {−1,5, −4}. 

Problem 5. 𝑎⃗ = {0,3,4} and 𝑏⃗⃗ = {2,4, −4}. 

Problem 6. 𝑎⃗ = {4,1, −1} and 𝑏⃗⃗ = {0,3,7}. 

In Problems 7 through 9 find the projection of 𝑎⃗ and 𝑏⃗⃗.  

Problem 7. 𝑎⃗ = {6,5, −1} and 𝑏⃗⃗ = {2, −3,4}. 

Problem 8. 𝑎⃗ = {1, −1,5} and 𝑏⃗⃗ = {4,3,0}. 

Problem 9. 𝑎⃗ = {−2, −1,6} and 𝑏⃗⃗ = {2,5,1}.  
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In Problems 10 through 14 find the find the value of a parameter p to satisfy 

the  required condition. 

          Problem 10. 𝑎⃗ = {6,5, −1} and 𝑏⃗⃗ = {𝑝, −3,4}, 𝑎 ⃗⃗⃗ ⃗⟘𝑏⃗⃗. 

Problem 11. 𝑎⃗ = {2, 𝑝, −3} and 𝑏⃗⃗ = {3,2, −5}, 𝑎 ⃗⃗⃗ ⃗⟘𝑏⃗⃗. 

Problem 12. 𝑎⃗ = {2, 𝑝, −3} and 𝑏⃗⃗ = {10, −5, −15}, 𝑎 ⃗⃗⃗ ⃗||𝑏⃗⃗. 

Problem 13. 𝑎⃗ = {−6,2,5} and 𝑏⃗⃗ = {3, −1, 𝑝}, 𝑎 ⃗⃗⃗ ⃗||𝑏⃗⃗. 

Problem 14. 𝑎⃗ = {1,2, −3} and 𝑏⃗⃗ = {4,5, 𝑝}, 𝑎 ⃗⃗⃗ ⃗||𝑏⃗⃗. 

Problem 15. Let 𝑎⃗ = {4, −2,1}. Fund the direction cosines. 

 

2.3 Vector Product 

a⃗⃗ × 𝑏⃗⃗ = |
𝑖 𝑗 𝑘⃗⃗

𝑎𝑥 𝑎𝑦 𝑎𝑧

𝑏𝑥 𝑏𝑦 𝑏𝑧

| 

|𝑎⃗ × 𝑏⃗⃗| = |𝑎⃗||𝑏⃗⃗|𝑠𝑖𝑛𝜃 

Figure 5  ─ Basic formulas 

Problem 1. Find the vector product of two vectors 𝑎⃗ = {2, −3,4} and 𝑏⃗⃗ =
{7,5,1}. 

Problem 2. Let |𝑎⃗|23, |𝑏⃗⃗| = 7, and the angle between vectors 𝑎⃗ and  𝑏⃗⃗ equal to 

30°. Find  the absolute value of the vector 𝑎⃗ × 𝑏⃗⃗. 

Problem 3. Simplify the vector product (2𝑎⃗ − 3𝑏⃗⃗) × (𝑎⃗ + 4𝑏⃗⃗). 

Problem 4. Let 𝐴(2,3, −2), B(1,7, −1), 𝐶(3,4,5) be three adjacent vertices of 

a parallelogram. Find the area S of the parallelogram. 

Figure  6 ─ Drawing of problem 4 

Problem 5. Find  the area of the triangle with  the vertices at the points 

𝐴(5,6,2), B(4,8,7), 𝐶(5,3,4) . 

Problem 6. Given two vectors 𝑎⃗ = {1, −5,4} and 𝑏⃗⃗ = {2, −2,1}, find a vector 

𝑐 such that 𝑐⟘𝑎⃗ and 𝑐⟘𝑏⃗⃗. 

Problem 7. Given the parallelogram with the adjacent vertices at the points 

𝐴(−1,3,2), B(4,1,2), 𝐶(3,4,4) find the length of the height from the vertex 𝐵 to the 

base 𝐴𝐶. 

Problem 8. Given the triangle with the vertices at the points 𝐴(−1,3,2), 

B(4,1,2), 𝐶(3,4,4), find the length of the height from the vertex 𝐵 to the base 𝐴𝐶. 
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2.4 Scalar Triple Product 

 

(a⃗⃗ × b⃗⃗) ∙ 𝑐 = |

𝑎𝑥 𝑎𝑦 𝑎𝑧

𝑏𝑥 𝑏𝑦 𝑏𝑧

𝑐𝑥 𝑐𝑦 𝑐𝑧

| 

Figure 7 ─ Basic formula 

Problem 1. Determine whether the vectors  𝑎⃗ = {−3,4, −2}, 𝑏⃗⃗ = {0, −3,2} 

and 𝑐 = {2,1, −1} are linear independent. 

Problem 2. Determine whether the vectors  𝑎⃗ = {1,5, −2}, 𝑏⃗⃗ = {4, −1,3} 

and 𝑐 = {2, −2,1} form a basis. 

Problem 3. Determine whether four points 𝐴(2, −3,1), B(3,3,0), 𝐶(3,1,4) 

and D(5, −4,1) lie in the same plane. 

Problem 4. Find the volume V of the parallelepiped constructed on the vec-

tors 𝑎⃗, 𝑏⃗⃗ and 𝑐 as it is shown in the figure. 

 
Figure  8 ─ Drawing of problem 4 

Problem 5: The tetrahedron is given by the vertices 𝐴(0, −1,1), 

B(2,0,3), 𝐶(0,4,1) and D(3,3,3). Find the height from the point D to the base ABC. 

Figure 9 ─ Drawing of problem 5 

Problem 6: Find the volume V of the tetrahedron with the vertices at the 

points 𝐴(3, −1,4), B(4,4,4), 𝐶(1,0,2) and D(1,5,2). 
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Independent work 

1. Find the length of the vector  25,20,15


a . 

2. Find the coordinates of the vector  


AB , if  2,3,1A ,  2,4,7B . 

3. Find the scalar product of the vectors and the cosine of the angle between them  

а)  7,4,3


a ,  2,7,1 


b , б)  3,2,2


a ,  1,9,4 


a . 

4. The vectors   5,3,ma


 and  5,,2 


mb  are given. At what value is m  



 ba ?  

5. Find the vector products of the vectors  5,3,2


a ,  1,2,1


b . 

6. Calculate the area of the parallelogram built on the vectors  2,3,6 


a , 

 6,2,3


b . 

7. Calculate the area of a triangle with vertices  1,1,1A ,  4,3,2B ,  2,3,4C . 

8. Calculate the area of the parallelogram built on the vectors 


 ba 3  и 


 ba3 , if 

1


ba , (𝑎⃗^ 𝑏⃗⃗) = 30°. 

9. Find the product 




















baba 235 , if 2


a , 3


b , 


 ba . 

10. Find the guiding cosines 𝑎⃗ = (1,5, – 15). 

11. 


1a =4, 



2a =3, 
6

, 21














aa . Calculate 



 21 aa . 

12. Find the vector products of the vectors  4,1,1


a ,  1,2,3


b . 

13. Calculate the area of the parallelogram built on the vectors 


 ba 23  и 


 ba2 , 

если 4


a , 2


b , (𝑎⃗^ 𝑏⃗⃗) = 270°. 

14. 


a =5, 



b =1, 






 

ba, =3. Calculate 


 ba . 
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3 Analytical geometry 

 

3.1 Straight Lines 

 
𝑥 − 𝑥0

𝑞𝑥
=

𝑦 − 𝑦0

𝑞𝑦
=

𝑧 − 𝑧0

𝑞𝑧
 

𝑥 − 𝑥0

𝑥1 − 𝑥0
=

𝑦 − 𝑦0

𝑦1 − 𝑦0
=

𝑧 − 𝑧0

𝑧1 − 𝑧0
 

𝑐𝑜𝑠𝜃 =
𝑝 ∙ 𝑞⃗

|𝑝||𝑞⃗|
=

𝑝𝑥𝑞𝑥 + 𝑝𝑦𝑞𝑦+𝑝𝑧𝑞𝑧

√𝑝𝑥
2 + 𝑝𝑦

2 + 𝑝𝑧
2 ∙ √𝑞𝑥

2 + 𝑞𝑦
2 + 𝑞𝑧

2
 

Figure 10 ─ Basic formulas 

Problem 1. Find the canonical equations of the line passing through the point 

𝑀(2, −3,4) and being parallel to the vector 𝑎⃗ = {5, −1,7}. 

Problem 2. Find equations of the line passing through the point 𝑀(4,0,8) 

and being parallel to the vector 𝐴𝐵⃗⃗⃗⃗ ⃗⃗ , if 𝐴(−3,2,6) and B(1,4, −4). 

Problem 3. Find equations of the line passing through the point 𝑀(0, −1,3) 

and being parallel to the line 
𝑥−3

2
=

𝑦+5

1
=

𝑧−7

−4
. 

Problem 4. Let 𝐿 be a line passing through the points 𝑀1(4, −1,3) and 

𝑀2(3,5, −2). Determine whether the point 𝐴(1,3,6) lies on the line 𝐿. 

Problem 5. Let 𝐿 be a line passing through the points 𝑀1(4, −1,3) and 

𝑀2(3,5, −2). Find a few other points on the line 𝐿. 

Problem 6. In the 𝑥, 𝑦 −plane a line is given by the equation 2𝑥 − 3𝑦 + 24 =
0. Find 1) any two points on the line; 2) the slope of the line; 3) the x-intercept and y- 

intercept. 

Problem 7. In the 𝑥, 𝑦 −plane, find the equation of the line passing through the 

point 𝑀1(2, −4) and being perpendicular to the vector 𝑛⃗⃗ = {3,1}. 

Problem 8. Let 𝑀1(1,5) and 𝑀2(−2,3) be the points on a line. Which of the 

following points 𝐴(6,4), B(2,7) and𝐶(2,10) are the points on the line?  

Problem 9. Let 3𝑥 − 2𝑦 + 8 = 0 and 𝑥 + 4𝑦 − 5 = 0 be two lines in the 

𝑥, 𝑦 −plane. Find the cosine of the angle between the lines. 

Problem 10. Transform the equation of the line 𝑥 + 4𝑦 − 5 = 0 in 𝑥, 𝑦 −plane 

to the intercept form.  

Problem 11. Let 𝐴(2, −1), B(4,4), 𝐶(9,7) be the vertices of a triangle. Find 

the equation of the altitude from the vertex A. Write down the equation in the inter-

cept form. 

Problem 12. Find the distance from the point 𝑀(−2,5) to the line 4𝑥 −
3𝑦 + 1 = 0.  

Problem 13. Let 𝐴𝐵𝐶 be a triangle with the vertices at the points 𝐴(3,5), 
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B(2, −1), 𝐶(6,7) in the 𝑥, 𝑦 −plane.  

Find the length of the altitude from the vertex A. 

Problem 14. Find the point of intersection of the lines 3𝑥 − 2𝑦 + 8 = 0 and 

𝑥 + 4𝑦 − 5 = 0. 

Problem 15. Find the point of intersection of the lines 𝑥 − 2𝑦 − 3 = 0 and 

−3𝑥 + 6𝑦 + 5 = 0.  

 

3.2 Planes 

 

Ax + By + Cz + D = 0 

|

𝑥 − 𝑥1 𝑦 − 𝑦1 𝑧 − 𝑧1

𝑥2 − 𝑥1 𝑦2 − 𝑦1 𝑧2 − 𝑧1

𝑥3 − 𝑥1 𝑦3 − 𝑦1 𝑦3 − 𝑦1

| = 0 

𝑐𝑜𝑠𝜃 =
𝐴1𝐴2 + 𝐵1𝐵2 + 𝐶1𝐶2

√𝐴1
2 + 𝐵1

2 + 𝐶1
2 ∙ √𝐴2

2 + 𝐵2
2 + 𝐶2

2
 

Figure  11 ─ Basic formulas 

Problem 1. Find the general equation of the plane passing through the point 

𝑀(5, −2,1) and being parallel to the vectors 𝑎⃗ = {−4,3,0} and 𝑏⃗⃗ = {1, −6,2}. 

Problem 2. Find the general equation of the plane passing through the points 

𝑀1(−1,4,2) , 𝑀2(3,4, −1) and 𝑀3(0,5,6).  

Problem 3. Find the general equation of the plane passing through the 

point 𝑀(1, −2, −3) and being perpendicular to the 𝑛⃗⃗ = {7, −4, −1}. 

Problem 4. A plane is given by the equation 𝑥 − 2𝑦 + 3𝑧 − 6 = 0. Find a 

unit normal vector u⃗⃗ to the plane and any two points in the plane. 

Problem 5. Transform the equation  of the plane 3𝑥 + 2𝑦 − 4𝑧 − 24 = 0 to 

the intercept form. 

Problem 6. Find the point of intersection of the line 
𝑥−1

2
=

𝑦+3

−2
=

𝑧

5
 and the 

plane 3𝑥 − 𝑦 + 2𝑧 = 4. 

Problem 7. Let  𝐿 be the line of interception of two planes 2𝑥 − 𝑦 + 4𝑧 = 5 

and 𝑥 + 𝑦 − 2𝑧 = 6. Find the canonical equations of the line L. 

Problem 8. Find the angle between two planes −3𝑥 + 4𝑦 − 𝑧 = 5 and 2𝑥 +
3𝑦 − 1 = 0. 

Problem 9. Find the angle between the plane 4𝑥 + 3𝑦 − 5𝑧 + 2 = 0 and the 

line 
𝑥+3

7
=

𝑦−2

4
=

𝑧+5

−1
. 

Problem 10. Find the distance from the point 𝑀(−2,7, −1) to the plane 

4𝑥 − 3𝑦 + 5 = 0. 

Problem 11. Find the point of intersection of the planes 𝑥 − 2𝑦 + 𝑧 + 5 =
0, 3𝑥 + 𝑦 − 𝑧 + 3 = 0 and 𝑥 − 2𝑧 + 1 = 0.  



23 
 

3.3 Quadratic Curves 

 
(x − x0)2 + (y − y0)2 = R2 

(x − x0)2

𝑎2
+

(y − y0)2

𝑏2
= 1 

(x − x0)2

𝑎2
−

(y − y0)2

𝑏2
= ±1 

(y − y0)2 = ±2𝑝(x − 𝑥0) 

(x − x0)2 = ±2𝑝(y − y0) 

Figure  12 ─ Basic formulas 

Problem  1. Sketch the graph of  𝑥2 − 4𝑥 + 𝑦2 + 6𝑦 − 3 = 0. 

Problem  2. Given the circle  𝑥2 − 4𝑥 + 𝑦2 + 6𝑦 − 3 = 0, find the radius 

and coordinates of the center. 

Problem  3. Write down the equations of the circle with center at the point 

𝑀(−3,5) and radius 2. 

Problem  4. Reduce each of the following equations to the canonical form: 

1) 3𝑥2 − 12𝑥 + 2𝑦2 + 4𝑦 = 11; 

2) 3𝑥2 − 12𝑥 + 2𝑦2 + 4𝑦 = −14; 

3) 2𝑥2 − 4𝑥 + 3𝑦2 + 12𝑦 = −15; 

4) 𝑥2 − 6𝑥 − 2𝑦2 + 8𝑦 = 3; 

5) 2𝑥2 + 4𝑥 − 3𝑦2 − 12𝑦 = 0; 

6) 𝑥2 + 2𝑥 − 4𝑦2 = −1. 

Give the detailed description of the curves. 

Problem  5. 
(x−5)2

25
+

(y+3)2

9
= 1. Using the equation recognize the curve and 

find the location of the center, the major axis and minor axis, the coordinates of the 

focuses, the eccentricity.  

Problem  6. 
(x+2)2

9
−

(y−1)2

16
= 1. Using the equation recognize the curve and 

find the location of the center, the coordinates of the focuses, the eccentricity of the 

hyperbola, the equations of the asymptotes. 
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4 Control works 

Control work № 1 

Option № 1 

Task 1. Calculate the determinant  

1310

3011

2321

1101

),

092

322

421

),
15

68
)









 cbа . 

Task 2. Find the inverse matrix  



















142

312

211

A . 

Task 3. Solve the matrix equation  

















 

31

52

12

64
X . 

Option № 2 

Task 1. Calculate the determinant  

71041

10611

4322

2111

),

430

473

121

),
32

35
) 






 cbа . 

Task 2. Find the inverse matrix  



















343

211

123

A . 

Task 3. Solve the matrix equation  























123

24

15

24
X . 
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Control work № 2 

Option № 1 

Task 1. Solve a system of linear equations using Kramer’s formulas 















.52

,42

,0

zyx

yx

zyx

 

Task 2. Solve a system of linear equations using the Gauss method 





















.1685323

,1796243

,10543

,1585233

54321

54321

54321

54321

xxxxx

xxxxx

xxxxx

xxxxx

 

Task 3. Find the rank of the matrix 



































7

3

4

7

10

7

3

4

15

10

5

5

2715

0225

2510

2335

. 

Option № 2 

Task 1. Solve a system of linear equations using Kramer’s formulas  















.52

,025

,32

zx

zyx

zyx

 

Task 2. Solve a system of linear equations using the Gauss method 





















.1374223

,148543

,7433

,127433

54321

54321

5421

54321

xxxxx

xxxxx

xxxx

xxxxx

 

Task 3. Find the rank of the matrix 
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





































7

3

4

7

14

11

3

8

8

3

5

2

81158

4546

4612

0134

. 

Control work № 3 

Option № 1 

The coordinates of the verticesof the pyramid are given 

    2,3,7,2,5,1,4,1,2 321  AAA ,  6,3,64 A : 

1) find the length of the edge А1А2; 

2) the cosine of the angle between the edges А1А2 and  А1А4; 

3) face area 321 AAA ; 

4) face equation 321 AAA ; 

5) the  equation of the height omitted from the vertex А4  to the face А1А2А3; 

6) pyramid volume 4321 AAAA ; 

7) complete the drawing. 

Option № 2 

The coordinates of the verticesof the pyramid are given 

 3,1,4,1,2,1,1,2,3,6,0,1 4321 AAAA : 

1) find the length of the edge А1А4; 

2) the cosine of the angle between the edges А1А2 and А1А4; 

3) face area 421 AAA ; 

4) face equation 421 AAA ; 

5) the  equation of the height omitted from the vertex А3  to the face А1А2А4; 

6) pyramid volume 4321 AAAA ; 

7) complete the drawing. 
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5 Test tasks 

Table 1─  Option № 1 

№ Questions 
answers 

1 2 3 

1 
At what value of m 

   1,2,9,,1 mbma


 ? 
3 –3 0 

2 If )0,2,1(),6,4,2( BA , then 



AB  

is equal to 

41  40  39  

3    1,1,2,3,2,1 


ba  тогда 


 ba  

равно  
66  



 kji 545  


 kji 545  

4 


1a =4,



2a =3,
6

, 21









 

aa  



 21 aa =3 



 21 aa =6 



 21 aa =3 2  

 

Table 2─  Option № 2 

№ Questions 
answers 

1 2 3 

1 

At what value of m  

 2,,1ma


 ||  6,9,mb


? 
3 –3 1 

2 
If )0,2,1(),6,4,2( BA , then

 zyxBA ,,


, where 
.6

,2

,1







z

y

x

 

6

,2

,1







z

y

x

 

6

,6

,3







z

y

x

 

3 
   1,1,2,3,2,1 



ba  then 



 ba  is equal to 



 kji 545  5 3 

4 

The area of a parallelogram con-

structed on vectors 

 2,2,1 


a , 

 2,1,3 


b  is equal to 

2

45
 45  2 45  
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6 Questions for preparing for the  exam  in  the discipline 

«Mathematics» 
 

1. Matrices. Actions on matrices. 

2. Determinants and methods of their calculation. 

3. Properties of determinants. 

4. Minors and algebraic complements. 

5. Inverse matrix. 

6. The rank of the matrix. 

7. Systems of linear algebraic equations (joint, incompatible, definite, indefinite.) 

8. Solution of non-degenerate systems of linear equations by matrix method. 

9. Kramer's formulas. 

10. The Gauss method. 

12. Homogeneous systems of linear equations. 

13. Vectors. Collinear and coplanar vectors. 

14. The operations on vectors. 

15. Projection of the vector on the axis. 

16. The decomposition of a vector the unit vectors of the coordinate axes. The mod-

ule of the vector. The guides of the cosines. 

17. Actions on vectors defined by their coordinates. 

18. Linear dependence of the vector system. 

19. Basis. 

20. Scalar product of vectors. 

21. Vector product of vectors. 

22. Mixed product of vectors. 

23. Forms of writing complex numbers. 

24. Actions on complex numbers. 

25. Various equations of a straight line on a plane. 

26. The angle between two straight lines. Conditions for parallelism and perpendicu-

larity of two straight lines. 

27. Second-order lines on the plane: circle, ellipse. 

28. Second-order lines on the plane: hyperbola, parabola. 

29. Various equations of the plane in space. Conditions for parallelism and perpen-

dicularity of two planes. 

30. Various equations of a straight line in space. 
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7 Exam tickets 

 
Table 3 ─  Exam ticket №1 

 

Ryazan Institute 

(branch) 

Moscow Polytechnic 

University 

Exam ticket №1 

 For the discipline "Mathematics" 

direction of training __________ 

semester ______ 

"APPROVED" 

Head of the Depart-

ment 

________________ 

 

«__» ________ 

 

1. Inverse matrix. The rank of a matrix 

2. Second-order lines on the plane: hyperbola, parabola. 

3. At what value of m are the vectors and mutually perpendicular? 

 jima    и  kjib 433    

4. Solve a system of linear equations using Kramer’s formulas 

0,

2 4,

2 5.

x y z

x y

x y z

  


 
   

 

 
 

Table 4 ─  Exam ticket №2 
 

Ryazan Institute 

(branch) 

Moscow Polytechnic 

University 

Exam ticket №2 

 For the discipline "Mathematics" 

direction of training _________ 

semester ____ 

"APPROVED" 

Head of the Depart-

ment 

________________ 

 

«__» _________ 

 

1. Scalar product of vectors. 

2. Homogeneous system of linear equations. 

3. At what value m  || ? 

4. Find the rank of the matrix . 






















00044

31212

75031

. 

 

 

 

 

 

 

 

 

 

 2,,1ma


 6,9,mb

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8 Content of lectures and practical classes 

 

Table 5 ─ Content of lectures and practical classes 

Elements of linear and vector algebra 

Matrices and determinants      Matrices, types of matrices. Actions on matrices. The elemen-

tary transformations. Second-and third-order determinants, meth-

ods for calculating determinants. Properties of determinants. Mi-

nors and algebraic complements. A non-degenerate matrix. The 

inverse matrix. Rank of the matrix. 

Systems of linear algebraic 

equations 

Systems of linear algebraic equations. Homogeneous and in-

homogeneous systems of linear equations. The Kronecker-Capelli 

theorem. Solving systems of linear equations using Cramer's for-

mulas, the Gauss method, and the matrix method. 

Vectors and operations on 

them 

Vectors. The length of the vector. Ort of the vector. Collinear 

and coplanar vectors. Linear operations on vectors. Linear de-

pendence and independence of vectors. basis. The decomposition 

of vectors in the basis vectors. The guides of the cosines. Scalar 

and vector products of vectors. Mixed product of vectors. 

Elements of analytical geometry 

First and second order lines 

on the plane 

A first-order line on a plane (various equations of a straight 

line). The angle between two straight lines. Conditions for paral-

lelism and perpendicularity of two straight lines. Distance from a 

point to a straight line. Second-order lines on the plane: circle, el-

lipse, hyperbola, parabola. 

Plane and straight line in 

space 

A plane in space. General equation of the plane. Normal vector. 

Equation of the plane in segments on axes. The normal equation 

of the plane. Distance from the point to the plane. The angle be-

tween the planes. Conditions for parallelism and perpendicularity 

of two planes. Various types of equations of a straight line in 

space. Mutual arrangement of straight lines in space. The relative 

position of a straight line and a plane. 
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3 Kuznetsov, L.A. Collection of tasks in higher mathematics. typical calcula-
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